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Introduccion

En los dltimos afios, el uso de la inteligencia artificial (en adelante, IA) se ha popularizado para
abordar distintos problemas econdmicos y sociales (Moreno-Izquierdo et al., 2022; Soria, 2020). En
el campo de las ciencias juridicas y politicas, aquél se ha propuesto sobre todo para solventar los
sesgos y las limitaciones de la razén humana, clinica y experta, en la toma de decisiones sobre
asuntos complejos, que requieren el procesamiento de una gran cantidad de informacién o que
resultan sensibles para los derechos fundamentales (Harcourt, 2007; San Martin, 2021).

A pesar de la ubicuidad de las alusiones al uso de esta racionalidad, su concrecién en el campo del
derecho (Bini, 2021; Solar, 2021) y su ensefianza sigue siendo escasa y nuestra experiencia ha
constatado la dificultad de mostrar al alumnado su funcionamiento, aplicaciones, implicaciones y
riesgos. Sin embargo, la ensefianza del impacto de la IA sobre la practica juridica no es la unica
dificultad a tener en cuenta, ya que el propio despliegue del fenémeno estd produciendo
consecuencias sociales (Brundage et al., 2018), potenciales efectos sobre los derechos
fundamentales y discusiones relevantes sobre la ética en su aplicacion (Wallach, 2015; Llano, 2021;
Siau y Wang, 2020 ) y en la propia naturaleza de la IA (Cortina, 2011; Latorre, 2019; Lacruz, 2021).

Para hacer comprensibles las cuestiones éticas y sociales relacionadas con el impacto juridico de la
IA y aproximar su propio uso en el campo del derecho, las expresiones artisticas y culturales se han
mostrado como un vehiculo eficaz (Maggio, 2018). En particular, la atencién que el cine, las series
de television (Rivaya, 2006; Arrabal, 2018; Oliveros, 2010) e incluso los videojuegos (Vila-Vifias,
2021; Bastante y Moreno, 2020) han otorgado a estas cuestiones. Por ello, este capitulo propone
aproximarnos a esta racionalidad desde algunas obras de ficcién contemporaneas, como Minority
Report (Spielberg, 2002) o el capitulo Nosedive (Wright, 2016), de Black Mirror, y aprovechar su
contenido y estética para acercar el impacto de la IA en asuntos relevantes para el Derecho, como la
integridad de los valores constitucionales dentro de los métodos de prediccion basados en IA o su
impacto sobre la igualdad.
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2. Metodologia: utilidad de las ficciones televisivas

De entre las distintas concepciones del derecho que pueblan el estudio de su filosofia, la concepcién
histérica de Friedich K. Von Savigny (2005 [1845]) es quiza la que se refleja de forma mas fiel en
nuestra ensefianza contemporanea del derecho. Es frecuente partir del estudio sistematico de las
principales instituciones juridicas de cada rama para ser después capaces de hacer operativas, en
esas categorias, nuevas regulaciones positivas. Este método tiene, sin embargo, una utilidad solo
parcial si se trata de explicar el impacto de la IA sobre el derecho, toda vez que su principal efecto
no se da sobre uno u otro sector sustantivo, sino sobre los mismos fundamentos, sobre todo
empiricos, del razonamiento juridico. Es decir, no se trata de un nuevo conjunto institucional que
pueda irse concretando, sino de modificaciones del mismo método juridico y de la practica del
derecho.

Unido a ello, conviene tener en cuenta que las asignaturas propedetticas del grado (teoria, filosofia
e historia del derecho o las primeras partes de derecho constitucional y derecho penal) no pueden
aprovechar un conocimiento avanzando del razonamiento juridico o del derecho positivo que
permita desplegar, sobre esa base, la discusion respecto a las innovaciones de la IA. Durante estas
asignaturas, se busca que el alumnado se sumerja en un nuevo campo conceptual y lingiiistico, de
modo que sea posible después avanzar en una dimension mas especifica del saber juridico. Para
ello, el uso de elementos de la cultura popular y artistica suele resultar conveniente, ya que resultan
mas proximos a sus lenguajes que otras expresiones mas tecnificadas del derecho.

En este contexto, se ha aceptado sobradamente el uso de obras de ficcién literaria (Bueno, 2021),
cinematografica (Rivaya, 2006; Ruiz, 2010) e incluso videoltudica (Vila-Vifias, 2021) para la
enseflanza y la investigacion sobre el derecho. A ello conviene afiadir el crecimiento en la
produccién y consumo de estas ficciones en su formato seriado, con despliegues exhaustivos del
contexto social y politico en el que se desarrollan los conflictos de los personajes. Esto ofrece
buenas opciones para presentar los asuntos juridicos relativos a la IA que nos interesan.

3. Resultados: dos impactos juridicos de la IA que cabe
presentar a través de ficciones audiovisuales

3.1. Black Mirror, el debido proceso y la desigualdad tras las
decisiones automatizada

Aunque en el contexto constitucional espafiol se habla de “derecho a la tutela judicial efectiva” (art.
24 CE), es la expresion de “derecho al debido proceso” la que mads influencia ha alcanzado en
nuestra cultura juridica. Esta nocién engloba un conjunto de derechos fundamentales de orden
procesal que son por ello transversales y basicos para el funcionamiento del Estado de derecho:
derecho de acceso a la jurisdiccion, de evitar dilaciones indebidas, de proceso publico, de acceso a
intérprete, de ser informado de la acusacion, de defensa, de no confesarse culpable y presumirse la
propia inocencia, derecho a la practica de prueba, del recurso, derecho a la ejecuciéon y a
considerarse cosa juzgada, asi como determinadas exigencias del 6rgano juzgador, tales como su
independencia, imparcialidad, sometimiento al derecho, caracter natural o deber de motivar las
resoluciones (Asis Roig, 2020; Asis Pulido, 2021: 74). Este conjunto de derechos fundamentales de
orden procesal es importante porque somete a las decisiones sobre las personas, muchas veces con



capacidad para restringir derechos, a una serie de requerimientos formales que garantizan asimismo
el ejercicio de otros derechos. Sin embargo, aquéllos han encontrado un campo problematico para
su garantia en todos los momentos en que las decisiones juridicas optan por incorporar elementos
predictivos respecto a la conducta futura de su sujeto pasivo. A pesar de lo problematico del
concepto, la decisién juridica materialmente fundamentada en alguna forma de prediccion es
frecuente, incluso en el ambito penal. Por ejemplo, se usa para adoptar medidas restrictivas de
derechos de caracter cautelar (por ejemplo, en funcién del riesgo previsto de fuga o destruccién de
pruebas) o beneficios penitenciarios (por ejemplo, en funcién del riesgo de reincidencia también).
En otras ocasiones, se utiliza para organizar los recursos de inspeccion sobre conductas ya
realizadas cuando aquellos son limitados, con base en la idea de que es mas probable que
determinadas categorias sociales o perfiles de actividad escondan infracciones. El fundamento
empirico para la adopcién de este tipo de decisiones se habia basado en juicios clinicos o experto de
una serie de profesionales que usaban las ciencias sociales (psicologia, criminologia, trabajo social,
etc.) para emitir un juicio predictivo o adivinatorio sobre lo ocurrido.

Frente a esta situacion propia de la modernidad, los avances en computacion han permitido
sofisticar estas previsiones hacia su automatizacion, al menos en tres etapas. En una primera, la
posibilidad de acumular y utilizar una mayor cantidad de datos ofrecié6 una base empirica mas
extensa al juicio clinico en predicciéon de la conducta humana. En una segunda, se ha podido
subordinar o incluso eliminar el andlisis clinico de los datos para obtener una decision
automatizada, al haber programado un algoritmo que realiza la interpretacion de los datos que antes
hacia el saber experto de caracter clinico. En una ultima etapa, es posible introducir también
herramientas de machine learning, de modo que los resultados de las sucesivas predicciones
realizadas, junto a la actualizacion de los datos, pueda hacer evolucionar el algoritmo en esa tarea
hermenéutica y predictiva.

La literatura ha destacado dos grandes problemas de estos enfoques predictivos que conviene
transmitir al alumnado (Harcourt, 2007; San Martin, 2021; Vila-Vifias, 2014, cap. 2 y 4) . En primer
lugar, el riesgo de que los datos empiricos que fundan la prediccion se encuentren sesgados de
alguna manera, siendo este sesgo ilegitimo y viéndose reforzado con el sentido de las predicciones.
Para explicar el nicleo de este problema, cabe utilizar un capitulo de la serie Black Mirror,
conocida serie de ciencia ficcién con capitulos autoconclusivos, que empez6 a emitirse en el canal
britanico Channel 4 en 2011 y que se ha conocido por presentar situaciones distopicas que parten de
elementos ya integrados en nuestra realidad socio-tecnologica. El capitulo que nos interesa para
tratar este asunto, Nosedive o Caida en picado (Wright, 2016), trata de una joven oficinista de clase
media que vive en los suburbios de una ciudad estadounidense, con el estilo naive propio de la
década de los 1950 y 1960. Lo singular de este mundo de tonos pastel es que el acceso a servicios,
empleo y a la propia libertad se encuentra condicionado a una suerte de puntuacion, que depende
asimismo de la valoracién que hacen las personas con las que se interacciona de manera presencial
y en una red social universalizada. Sin perjuicio del debate sobre la horizontalizacién del control
social que propone este capitulo, su uso es pertinente para nuestro objeto porque muchas de las
decisiones que se han hecho depender de expertos, como el rol de recursos humanos en las
contrataciones laborales o de expertos financieros o comerciales en el acceso a créditos o a una
vivienda, se hacen depender ahora de un indice personal formado por la acumulacién de opiniones
sobre un sujeto dado.



Mientras los sistemas automatizados de toma de decisiones en nuestro mundo suelen apelar a su
caracter cientifico para fundamentar su legitimidad, el sistema de Nosedive se funda en la
democratizacion de la valoracidn, trasladando parte del peso que suele tener el capital econémico al
capital social, en cuanto a la via privilegiada para acceder a bienes y servicios (Bourdieu, 2001). A
ello se une que ese capital no se forma mediante una suma organica de valoraciones personales, sino
a través de la mediacion de una app que combina el lenguaje de exposicion de si de Instagram con
los muy exigentes mecanismos de valoracién horizontal de servicios personales, como Amazon o
Uber, en los que las caracteristicas personales y el desempefio laboral se confunden. Pero ;cudl
podria ser el problema de un sistema que toma sus decisiones en funcién de la acumulacion de
evidencias cientificas sobre eventos ya ocurridos o de la opinién libre de las personas con las que
interaccionas? La cuestion es que no resulta posible que esos eventos 0 esas interacciones se
produzcan en abstracto, sino que tienen lugar siempre en un contexto configurado por una serie de
relaciones sociales previas, muchas de ellas de subordinacion de unos grupos sociales sobre otros.
En una de las dltimas escenas, en la que la protagonista ha accedido por fin a una boda de la clase
alta, llena de personas con valoraciones algidas en la aplicacién, se observa entre las asistentes una
enorme homogeneidad en términos de edad, estilo, racializacion blanca, capacitismo y proximidad a
los canones de belleza ;como se explica que esas personas sean las de mayor mérito en la
aplicacion? Los hechos sociales arrastran las situaciones contextuales precedentes, de modo que las
predicciones o decisiones que, a futuro, adoptan los hechos acumulados como la realidad
normalizada de ese campo naturalizaran esos sesgos y tendran un riesgo alto de ahondarlos.

En cuanto a la manera en que se entremezclan las interacciones sociales con una cultura juridica
dada, el episodio también resulta significativo del paso de un modelo de decision mediado por un
humano experto a otro completamente automatizado. El estilo de interaccion de la protagonista,
Lacie (interpretada por Bryce Dallas Howard), se encuentra a medio camino entre el seguimiento
estricto de las formas de interaccion edulcoradas y formalizadas que exige la aplicacién y las
formas de interaccién francas, ya limitadas al terreno familiar, intimo o terapéutico. Cuando la
valoracion automatizada le conduce a un resultado “injusto” por la conjuncién de diferentes
situaciones aleatorias, Lacey intenta razonar con la persona que le atiende para que corrija el criterio
automatizado, algo justificado en el régimen social anterior pero imposible en el nuevo. El ensayo
de Virginia Eubanks (2021) es otra buena referencia para identificar ejemplos de los perjuicios que
acumula esta transicion hacia la automatizacion en el terreno de las politicas sociales y, aunque no
trata con el mismo rigor los dafios que ha podido ocasionar el traslado de prejuicios y sesgos de los
expertos durante la anterior hegemonia de la decision clinica, si muestra como todo el poder en los
sistemas de IA se traslada a las personas que los programan.

3.2. Minority Report y la libertad en el contexto de adopcion
automatizada de decisiones predictivas

El segundo problema que conviene considerar con detalle es cémo este uso masivo de decisiones
automatizadas mediante IA afecta a la libertad de los sujetos implicados. Recapitulemos: si, por
ejemplo, los antecedentes sobre delitos indican que, entre los habitantes de un barrio, existe mayor
riesgo de reincidencia, cabria restringir los beneficios penitenciarios a los vecinos de ese barrio
encarcelados. De este modo, se perfilan en seguida algunos problemas: ;es justo que la desigualdad
social que perjudica a determinadas zonas de las ciudades no solo motive peores condiciones de
vida, sino también castigos mas duros por los mismos hechos? ;no supondra el mayor castigo un



refuerzo de las malas condiciones que subyacen a las diferencias en la tasa de reincidencia? ¢no se
estaria reforzando la situacion de desventaja en lugar de cumplir con la finalidad constitucional de
la pena (25.2 CE) relativa a la reinsercion?

A partir de aqui, cabe introducir el segundo problema que es relevante transmitir al alumnado, cual
es el de la libertad. Sin entrar en un debate profundo sobre el contenido de esta nocién en nuestra
cultura politica, si cabe adelantar que la libertad opera como una precondicion de la
responsabilidad. Es decir, se es responsable de los actos propios y, por lo tanto, resulta obligado
rendir cuentas de los mismos porque la persona es libre para cometerlos y casi siempre también
porque le es posible y exigible haberse comportado de otro modo. Ahora bien ¢se mantiene intacta
su libertad cuando el castigo o la decision juridica depende de datos agregados sobre personas que
comparten con ella algtin rasgo, como el nivel de renta, la forma de la unidad de convivencia
familiar o el lugar de residencia? ¢Hasta qué punto la responsabilidad por sus conductas futuras no
estd en realidad determinada conforme a un umbral mds exigente por actos de otros, en el entendido
de que el castigo o las decisiones perjudiciales le restaran oportunidades de movilidad social?

La pelicula de Steven Spielberg (2002), Minority Report, basada en el relato homénimo de Philip
K. Dick (1956) es una forma atractiva, aunque algo fantasiosa de aproximarnos a algunas de estas
cuestiones, sobre todo a la de la libertad y al debido proceso frente a decisiones predictivas
automatizadas. En 2054 se ha implantado una unidad avanzada de lucha preventiva contra los
homicidios conocida como pre-crime. Su funcionamiento se basa en la capacidad de prediccion de
tres sujetos (pre-cogs) que son capaces de sentir las vibraciones en el ambiente que produce la
decision humana de matar. Sus visiones predictivas, al modo del oraculo, suelen identificar a las
futuras victimas, autor y el contexto del homicidio, aunque a veces de forma demasiado criptica. El
uso de este sistema en el distrito de Columbia (EE.UU.) ha hecho descender los homicidios y
asesinatos hasta casi su desaparicion.

Lo singular, para lo que interesa a nuestra discusion, es que esa premonicion fundamenta la
intervencion policial y su validacion judicial para decidir el castigo. Como los pre-cogs son mas o
menos dificiles de interpretar a veces pero infalibles, la autoridad judicial solo tiene que certificar la
correccion formal de la “prueba” que producen, en forma de visiones y nominacion de los
responsables. De este modo, los sujetos sobre los que acttia esa policia preventiva (pre-cops) son
condenados de forma indefectible, en el mismo acto de su detencion, sin capacidad de alegar nada
ni recurrir el fallo, y ademas por un acto que en esencia nunca realizaran.

Esta breve presentacion avisa de inmediato de algunas diferencias con el contexto que queremos
presentar. Vamos a identificarlas antes de destacar la utilidad de esta pelicula para el objetivo del
capitulo. En primer lugar, resulta exagerada la sumariedad del proceso y la ausencia de intervencion
judicial en sentido estricto (nadie juzga, solo se constata a partir de las premoniciones) y de
cualquier acepcion del derecho de defensa. En segundo lugar, la IA a la que nos referimos no ve el
futuro de forma indefectible, sino que hace predicciones en funcion de los datos agregados sobre el
pasado (big data). Asi pues, incluso los mas fervientes defensores del derecho predictivo aceptan
que las predicciones son falibles, aunque en términos pragmaticos, el error de la prediccién basadas
en datos de manera automatizada se prefiere al de la prediccién operativizada mediante saberes
clinicos. Sin embargo y aunque ambos elementos nos separan de la realidad juridica y tienen, en
cambio, mas sentido para que la narracion filmica gane contundencia, en sintesis, no se supera
nuestro problema inicial: la intervencion de un elemento no humano, y por lo tanto automatizado,
en la adopcion de decisiones juridicas, asi como la posibilidad de que las decisiones adoptadas de



este modo afecten a las futuras decisiones a través de alguna forma de retroalimentacion del
algoritmo o aprendizaje automatico también.

En cuanto al problema de la libertad, Minority Report consigue desnudar en su trama la aporia
esencial de estos métodos, al hacer objeto de su prediccién a la persona que dirige el sistema de
pre-crime, el personaje interpretado por Tom Cruise. Al ver una predicciéon con un homicidio del
que sera autor, se desencadena una serie de actos que concluiran con el homicidio predicho pero que
nunca se hubieran producido sin la misma prediccion. Aunque la trama es sobrenatural en este
punto sintetiza el problema de que pueda ser la propia prediccién la que configure el efecto
predicho y no solo un reflejo o evidencia de aquel, en cuanto realidad auténoma a su prediccién. Si
determinados perfiles tienen una tasa de riesgo mayor, por ejemplo de reincidencia penal, en virtud
de su pertenencia a determinados colectivos y, con base en esta prediccion, se les imponen
sanciones o perjuicios mas duros, existen personas concretas que estan sufriendo un dafio extra que
no se fundamenta en lo que han hecho, sino en lo que otras personas parecidas a ella respecto a
algunos rasgos seleccionados hicieron. En Minority Report, la libertad queda asi sustituida por una
suerte de predestinacion emergente que los precogs pueden percibir. En el caso de las decisiones
automatizadas a propuesta de una IA, la antitesis de la libertad se cifraria en el pasado, en el
acumulado de actos de otros que componen las bases de datos usadas para “educar” a la IA. Aunque
la pelicula no resulta critica como tal respecto a esta idea de la predestinacion y la correlativa
posibilidad de descubrirla, si lo es en lo relativo a los intereses y juegos de poder que subyacen a la
actividad humana implicada de forma indefectible en el uso de la tecnologia.

Conclusiones

La mayor frecuencia del uso de IA para abordar distintos problemas econémicos y sociales nos
obliga a pensar como podemos trasladar su funcionamiento y el debate sobre sus implicaciones al
ambito de la ensefianza del derecho, sobre todo en asignaturas propedéuticas. En el campo de las
ciencias juridicas y politicas, sobre todo se ha propuesto su uso para solventar los sesgos y las
limitaciones de la razéon humana, clinica y experta, en la toma de decisiones sobre asuntos
complejos, que requieren el procesamiento de una gran cantidad de informacion o sensibles para los
derechos fundamentales.

Para coadyuvar a estos objetivos, hemos mostrado la utilidad de emplear obras de ficciéon en
formatos audiovisuales. En particular, hemos mostrado como el uso del capitulo de Black Mirror,
Caida en picado, y de la pelicula Minority Report nos pueden permitir introducir el problema de
cémo la desigualdad afecta a la acumulacion de datos empiricos que fundamentan la conducta de la
IA y de cémo esos sesgos pueden acumularse y consolidarse por su uso en decisiones
automatizadas. Asimismo se ha prestado atencion al efecto que esta nueva racionalidad juridica
tiene para el par fundante libertad-responsabilidad y, con ello, para las bases del Estado de derecho
y del derecho al debido proceso.
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